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1.  Introduction 
 
This report describes the modeling of inner-shell line emission from Cu targets irradiated 

by short pulse lasers.  In short-pulse laser experiments, energetic (or “hot”) electrons are 
generated through the interaction of high intensity laser light with the target material.  As the hot 
electrons propagate through the target, they collide with target ions, and have energies sufficient 
to eject 1s (K-shell) electrons from the target ions.  These K-shell vacancies are then quickly 
filled by electrons from outer shells.  Thus, even though a target may be relatively cold and have 
many bound electrons, it still produces x-ray emission as a result of the hot electrons.  K 
emission results from 2p → 1s transitions, while K emission results from 3p → 1s transitions.  
Measurements of the x-ray spectral emission provide information on the characteristics of both 
the target material (e.g., ionization state, and from that, the “thermal” temperature), and the hot 
electrons (e.g., amount of hot electrons, as more hot electrons produce higher K-shell emission 
fluxes). 

Experiments have recently been performed at the University of Rochester’s Laboratory 
for Laser Energetics (LLE) in which time-resolved K spectra from Cu targets were recorded for 
targets of different sizes.  The spectra clearly show different levels of heating by the hot electrons, 
as the smaller targets exhibit spectra from Cu at significantly higher degrees of ionization.  In this 
memo, we describe modeling used in PrismSPECT and SPECT3D that can be used in analyzing 
spectral data (and, in the case of SPECT3D, images and absolute flux levels) obtained in these 
experiments. 

 
2.  Modeling of K/K Emission 

 
Prism’s spectral analysis codes (PrismSPECT and SPECT3D) can be used to compute 

K and K spectra, images, and flux levels for materials which have hot electron components to 
their electron distributions.  Consider the following transitions for target ions originally with 8 
and 9 bound electrons (e.g., Cu XXII and Cu XXI): 

 
 e- impact K emission 

1s22s22p4     →       1s12s22p4        →     1s22s22p3   (1) 
 e- impact K emission 

 1s22s22p43p1     →     1s12s22p43p1     →     1s22s22p33p1  (2) 
 e- impact K emission 

1s22s22p5     →       1s12s22p5        →     1s22s22p4   (3) 
 e- impact K emission 

 1s22s22p43p1     →     1s12s22p43p1     →     1s22s22p4   (4) 
 

In each case, an energetic electron ejects a 1s electron from the target ion via electron-impact 
ionization.  In the first three cases, the 1s vacancy is filled by a 2p electron (2p → 1s   K 
emission), while in the last case the 1s vacancy is filled by a 3p electron (3p → 1s   
Kemission).  The K emission is at a significantly higher energy (shorter wavelength) than the 
K emission.  For the first two cases, the wavelengths of the K emission are nearly the same; 
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the wavelength in the third case is more highly shifted.  This occurs because screening effects are 
dominated by the number of electrons in the L-shell.  The “spectator” electron in the 3p subshell 
(Eq. (2)) produces only a very modest shift in wavelength. 

Note that the shift in the observed wavelength of the emission in experiments is due to 
the change in the state of the plasma.  That is, as the ionization distribution and the populations of 
various excited states change, the K and K emission originates from different ions and atomic 
levels.  As the target plasma heats up, higher ionization and excitation states are populated, and 
these ions tend to produce K and K emission at slightly shorter wavelengths.  Thus, recording 
time-resolved spectra provides a measure of the time-dependent ionization in the target plasma. 

Next, consider the K and K emission from lower ionization stages of Cu, with 16 and 
17 bound electrons (Cu XIV and Cu XIII): 

 
 e- impact K emission 

 1s22s22p6 3s23p4      →    1s12s22p6 3s23p4        →   1s22s22p5 3s23p4  (5) 
 e- impact K emission 

 1s22s22p6 3s23p5      →   1s12s22p6 3s23p5        →   1s22s22p5 3s23p5  (6) 
 e- impact K emission 

 1s22s22p6 3s23p43d1  →   1s12s22p6 3s23p43d1  →   1s22s22p5 3s23p43d1  (7) 
 e- impact K emission 

 1s22s22p6 3s23p5       →   1s12s22p6 3s23p5        →   1s22s22p6 3s23p4  (8) 
 
Again, the number of K and K photons emitted is proportional to the number of K-shell 
vacancies produced by electron-impact ionization, which is in turn proportional to the number of 
hot electrons.  As in the L-shell ion examples (Eqs. 1-4), the first 3 transition sequences (Eqs. 5-
7) result in K line emission, while the last results in K emission.   

But there are some important differences between these transitions and those listed in 
Eqs. (1-4).  First, the K emission from these M-shell ions (Eqs. 5-8) tends not to be susceptible 
to opacity effects (i.e., resonant self-absorption) as the L-shell cases (Eqs. 1-4).  This is because 
for the bulk of the plasma, essentially all of the ions in the target plasma will have filled 2p 
subshells.  For the K emission in Eqs. (5-7) to be re-absorbed via a 1s→2p transition, an ion 
must be in a state having an electronic configuration with a partially open 2p subshell, and only 
an extremely small number of ions will be in such a state at temperatures where these ions are 
prevalent.  On the other hand, a high fraction of these ions will have states with partially open 3p 
subshells.  Thus, for ions of the type shown in Eqs. (5) to (8), the K emission is optically thin 
while the K emission is readily re-absorbed. 

Second, because there are a large number of bound electrons for these lower ionization 
stages, the atomic modeling becomes more complex because the number of atomic energy levels 
and transitions to be considered increases significantly.  Because of this, we have chosen to 
model the K and K production in PrismSPECT and SPECT3D differently for L-shell ions and 
M-shell ions (i.e., roughly speaking, ions with 10 or less bound electrons versus 11 or more 
bound electrons).  Below, we discuss the modeling for these two classes of ions. 
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Copper Atomic Physics Database 
 

The atomic physics database for Cu includes energy level and transition data for all ions.  
Atomic cross section data are generated using the ATBASE suite of codes [1].  This suite of 
codes is composed of a collection of publicly available codes [2-5] and a series of codes 
developed and refined by Wang et al. [6,7].  Energy level data include energies, statistical 
weights, j values, and mean square orbital radii.  Transition data include electron-impact 
ionization and excitation cross sections and rate coefficients, oscillator strengths, photoionization 
cross sections and radiative recombination rate coefficients, autoionization rates and dielectronic 
recombination rate coefficients, and proton-impact ionization and excitation cross sections.  
Additional details regarding the atomic database for Cu are discussed below. 

 
2.1 Modeling for L-Shell Ions 

 
Energy Levels, Transition Energies, and Atomic Data 
 

Energy levels for a large number of autoionizing states with a single K-shell vacancy are 
included in the atomic physics database for L-shell ions.  For Cu, the total number of (fine 
structure) energy levels included in the database for Li-like to Ne-like Cu is 11,300.  Of this, 
approximately 20 – 25% are autoionization states with 1s vacancies (e.g., 1s12s22p43p1 and 

1s12s22p5).  The energy of each of the levels is computed using a Hartree-Fock atomic structure 
model [2,6].  The transition energies (wavelengths) are simply the differences in energy between 
two atomic levels. 

For L-shell ions, 1s1 autoionization states (i.e., levels having a single electron in the K-
shell) are included explicitly in the atomic model.  Collisional coupling between states is 
complete – i.e., all thermal (non-autoionizing) and autoionizing states are collisionally coupled – 
with electron-impact collisional excitation and ionization cross sections computed using a 
distorted wave (DW) model [8].  The DW calculations include exchange effects, and therefore 
provide reliable cross sections for both spin-conserved (S = 0) and spin change (S > 0) 
transitions. 

Dielectronic recombination processes involving autoionization states of Ne-like ions and 
higher are treated explicitly, with electron capture rates determined from detailed balance with 
their corresponding autoionization rates.  For lower ionization stages (M-, N-, O-shell, etc.), 
autoionization states are not explicitly included in the atomic model, and effective dielectronic 
recombination rates are utilized. 

 
Rate Equations 

 
In PrismSPECT and SPECT3D, if designated to be in LTE, the populations are computed 

using the Saha equation and Boltzmann statistics [9].  For non-LTE calculations, populations are 
determined from the solution of a coupled set of atomic rate equations.  The rate equation for 
atomic level i can be written as: 
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L LN N
i

i ij j ji
i j i j

dn
n W n W

dt  

      ,       (9) 

 

where ijW  and jiW  represent the depopulating and populating rates between levels i and j, in and 

jn  are the number densities of levels i and j, and LN is the total number of levels in the system.  
For upward transitions ( i j ), 

 

          e ij ij ijn C B J                (excitations)  

ijW           (10) 

         e ij ij ijn                (ionizations) 

 

while for downward transitions ( i j ), 

 

         e ji ji ji ijn D A B J           (deexcitations)   

jiW           (11) 

          2 ( )RR DR
e ji e ji jin n         (recombinations) 

 

where en  is the electron density; ijJ  is the frequency-averaged mean intensity of the radiation 
field over a line profile; ijC , ij , jiD , and ji are rate coefficients for collisional excitation, 
ionization, deexcitation, and recombination; jiA , ijB , and jiB  are Einstein coefficients for 
spontaneous emission, and stimulated absorption and emission; ij  is the photoionization rate; 

ij  is the autoionization rate; RR
ji  is the radiative recombination rate coefficient; and DR

ji  is the 
dielectronic recombination rate coefficient (or, in the case of treating dielectronic recombination 
using explicit autoionization levels, the electron capture rate coefficient).   

For plasmas with non-Maxwellian electron distributions, collisional excitation and 
ionization rates are computed by integrating the electron distribution over the electron kinetic 
energy: 

        
0

( ) ( )e u e e u

E

n C n d f    


         (12)  

where   is the electron kinetic energy, e  is the electron velocity, ( )f   is the electron 
distribution function, ( )u   is the electron-impact excitation/ionization cross section, and 0E  is 
the threshold energy.  For collisional deexcitation, the rate is obtained using the microscopic 
reversibility relation, where: 
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        ( ) ( )u
u u u

u

g

g

     



  
          (13)  

where ug and g  are the statistical weights of the upper (u) and lower ( ) levels, and u   is the 
transition energy.  For collisional recombination, we approximate the rate coefficient for the case 
of a non-Maxwellian electron distribution by using the detailed balance relationship in 
conjunction with a “mean electron temperature” for the electron distribution. 

 
2.2. Modeling for M-Shell Ions 

 
For ions with more than 10 bound electrons, PrismSPECT and SPECT3D model 1s1 

autoionization states differently than the L-shell case.  This is motivated by the fact that atomic 
structure of ions becomes significantly more complex (i.e., the number of atomic energy levels 
and transitions is significantly larger) as the number of bound electrons increases. 

A total of approximately 20,000 atomic levels is included in the atomic physics database 
for ions ranging from Cu I to Cu XIX (Na-like Cu).  For these ions, level bundling is often used 
(i.e., fine structure levels are bundled together). 

 
Energy Levels, Transition Energies, and Atomic Data 
 

For non-autoionizing states, atomic level populations are computed using the same 
approach as described above in Section 2.1.  For 1s1 autoionization states, the populations and 
resulting K/K emission are computed differently.  In this case, a configuration averaged model 
is used for autoionization states (i.e., no L-S term split or fine structure splitting of levels).  The 
populations are computed using the following assumptions: 

 the sum of the populations of the autoionization states is small (i.e., much less than the 
“thermal” non-autoionizing states); 

 the primary populating mechanisms for the autoionization states are electron-impact 
ionization and electron-impact excitation of a 1s electron; 

 the primary depopulating mechanisms for the autoionization states are either a 
spontaneous emission that results in the re-filling of the 1s subshell (K, K, K, …) 
or an autoionization (a radiationless transition where one or more additional electrons 
is ejected). 

These assumptions should be valid for typical conditions in short-pulse laser experiments.  One of 
the ramifications of the second and third assumptions is that the coupling between autoionization 
states is weak (i.e., one autoionization state is not being either populated or depopulated through 
transitions between it and another autoionization state).  However, if this were to occur, the 
K/K spectrum would not change significantly unless the K/K wavelengths for the two 
autoionizing levels were noticeably different. 

Unlike the L-shell case, the 1s autoionizing levels and transition rates are not extracted 
from the database, but instead are set up during a PrismSPECT or SPECT3D run.  For each of the 
non-autoionizing electron configurations (i.e., “thermal” levels) in a given calculation, a 
corresponding autoionizing level with a 1s vacancy is added to the atomic model, along with 
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levels with 1s vacancies that can be produced by excitation.  K and K transition energies are 
given by: 

0ul vacE E E       ,       (14) 

where E0 is the cold K/K transition energy for Cu I [10], and Evac is an energy shift that 
depends on the number of vacancies in the n = 2 and n = 3 shells.  The value of the shift is based 
on the experimental measurements of Tanis et al. [11], where for Cu we compute the energy shift 
(in eV) using: 

2 3( ) 1.54 ( 2) 0.15 ( 2)vacE K A N A N       ,    (15) 

and 

2 3( ) 2.97 ( 2) 0.30 ( 2)vacE K A N A N       ,    (16) 

where A is the atomic number (= 29 for Cu),  N2 is the number of vacancies in the 2s and 2p 
subshells, N3 is the number of vacancies in the 3s and 3p subshells.   

When computing the spectra, line widths are taken from the experimental results of 
Holzer et al. [12]. 

 
Rate Equations 

 
The population of an autoionizing level, u, is computed by solving the rate equation: 
 

( )u
l lu u uL ul

l l

dn
n C n A

dt
       ,     (17) 

where un  is the upper (autoionizing) state population density, and Clu is the collisional ionization 
or excitation from the lower state, l.  ul  is the autoionization rate, and the Aul are the 
spontaneous emission rates for K, K, K, ... lines.  The first summation is over all entrance 
channels, which includes collisional ionizations (via ejection of a 1s electron) and collisional 
excitations (excitation of a 1s electron). 

For M-shell ions, the collisional rates are computed using Eqs. (12) and (13), and semi-
empirical cross sections.  For collisional excitation, we calculate the cross section using the 
method described in Ref. [13] (see also [14]): 

 
22 28 ( ) 1

( ) 1
3

o H
lu ul

lu

a I g U
f

E U U

 
           

  ,    (18) 

 
where  is the electron kinetic energy, Elu is the transition energy, U = /Elu,  U’ = min(U, 
100), ful is the oscillator strength, IH is the ionization potential of hydrogen, and g(U) is the Gaunt 
factor given by Mewe [15]: 

( ) 0.15 0.28 log( )g U U   .     (19) 
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Limiting the value of U in computing the cross section (i.e., using U’ instead of U in Eq. 
(18)) is done to account for relativistic effects at high electron kinetic energies. 

The collisional ionization cross section is given by [13,16]: 

   
2

2 1
( ) 2 logH

lK o
K

I
a y W y

y
   

   
       

  ,    (20) 

where y =    is the ionization potential for the 1s electron, is the number of electrons in 
the subshell, 

  /
( ) log( )

y
W y y

  ,     (21) 

and  

1 100 91
5

4 4 3

q

q



 



 
 
 

 ,     (22) 

where q is the ion charge. 

The autoionization rate is given by: 

1 K
uL ul

l K

A



 

   
 

   ,      (23) 

where K is the fluorescence yield.  For the M-shell ions, the fluorescence yield for is taken from 
Hubbell et al. [17].  Spontaneous emission rate values are taken from Scofield [18]. 

 

2.3.  Emission Spectra 
 
For a given population distribution, the frequency-dependent opacity and emissivity are 

determined by summing over the contributions of all bound-bound (bb), bound-free (bf) and free-
free (ff) transitions [19]: 

 

* / /
1

( )

( ) (1 ) ( )

L

IonL

N
bb

u u
u u u

NN
h kT bf h kT ff

u e q
u q

g
n n

g

n n e n n e



 

  

   



 




 
  

 

     



 


 



  
 

      (24) 

 

and 
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* / /
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u q

gh
n

c g
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     (25) 

 

where T is the electron temperature, in  is the number density of atoms in level i, *n  is the LTE 
population of state n computed using the actual density of the upper state of the bound-free 
transition, 1qn   is the number density of atoms in ionization stage q+1 summed over all excitation 
levels, LN  is the total number of atomic levels, h is Planck’s constant, k is Boltzmann’s constant, 
and c is the speed of light.  The bound-bound cross section is given by: 

         
2

( ) ( )bb
u u u

e

e
f

m c

   
 

  
 

           (26)  

where uf   is the transition oscillator strength, ( )u  is the line profile, and e and em  are the 
electron charge and mass, respectively.  The frequency-dependent bound-free cross section, 

( )bf
u  , is based on tabulated results from atomic structure calculations.  The free-free cross 

section is given by: 

        

1/ 26
2 1/ 2 3

3

4 2
( )

3 3
ff

ff q
e

e
g Z T

c h k m

     
   

  
       (27)  

where ffg  is the free-free Gaunt factor [20], and qZ  is the ion charge.  
Line profiles are modeled using a Voigt profile, and include natural (including 

autoionization), Doppler, and Stark broadening.  In general, bound-bound Stark widths are 
determined using the semi-empirical model of Griem [21]: 

1/ 23/ 2
2 2

0

8
3

H
Stark e u u

e

E
n r g r g

ma kT


             

 


       (28)  

where 2
ir  and ig  are the mean square orbital radius and Gaunt factor of state i, HE  is the 

ionization energy of hydrogen, and 0a  is the Bohr radius.  A Gaunt factor of 0.2 is used for all 
lines. 

Continuum lowering effects are modeled using an occupation probability model [22], 
supplemented by the ionization potential depression formalism of More [23].  The occupation 
probability model produces a continuous reduction in the effective statistical weights of energy 
levels with increasing density, so that the relatively high-n states (n = principal quantum number) 
cannot be populated at high densities.  This occupation probability formalism compares favorably 
with results from ion microfield calculations of argon at high densities [24] using the APEX code 
[25].  The ionization energy thresholds are depressed using the More model, which results in an 
enhancement of ionization rates and a shift in the location of bound-free edges in computed 
spectra. 
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For SPECT3D, the specific intensity, DetI , at a detector pixel is computed along each line 
of sight by solving the integral form of the radiative transfer equation [19]: 
 

0

Max

MaxDet BLI I e S e d


 

   
        (29) 

where 
 

    / ( )S           ,     (30) 

 

       
0

( )
z

z dz     ,      (31) 

  

  is the plasma emissivity at frequency  ,   is the absorption coefficient,   is the scattering 
coefficient, ( )z  is the optical depth as measured to a position z along the line of sight relative 
to the detector, Max  is the total optical depth along the line of sight, and BLI  is the specific 
intensity at the back boundary of the plasma (defined by the backlighter intensity).  For 
PrismSPECT, Eq. (29) is solved for a single line-of-sight that runs through its one and only 
volume element, and is perpendicular to the volume element surface. 

In SPECT3D, the total flux at the detector, F , is given by summing over lines of 
sight,  : 

LOSN

   


F F        (32) 

where  
 

max
, ,

P BL
P BLI I e 

  
    

 F     ,    (33) 

 
ax

, ,
MP Det BLI I I e 

  
    is the contribution to the specific intensity at the detector that is due to 

the self-emission from the plasma, P  is the solid angle of the plasma seen by the detector for 
line of sight  , and BL  is the solid angle of the backlighter seen by the detector. 

SPECT3D generates time-resolved filtered images by computing the frequency-
integrated specific intensity for each detector pixel: 

max

min

,
Det Det

vI I R d





       ,      (34) 

where min and max  are the minimum and maximum photon energies, respectively, and R is the 
frequency-dependent filter response function.  Time-resolved spectra are based on the frequency-
dependent flux at the detector.  The 2-D space-integrated spectra (i.e., integrated over the entire 
detector grid) are computed using Eq. (32).  Horizontally and vertically resolved spectra are 
frequency-dependent spectra that are integrated in one dimension of the detector plane, but 
spatially resolved in the other dimension.  In this case, the frequency-dependent flux at the 
detector per resolution element is computed. 
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3.  Example K/K Emission Spectra for Copper 
 
Here, we present several examples of calculated K/K emission for Cu.  The first set of 

results are from PrismSPECT calculations, which is a single volume element code.  We note that 
the same physics modules are used for the SPECT3D and PrismSPECT codes. 

Figures 3.1 through 3.3 show the results from steady-state PrismSPECT calculations for a 
5 m-thick, solid-density Cu slab where the temperature was varied from T = 10 eV to 500 eV.  
The electron distribution included a hot electron component where 0.1% of the electrons were at 
Thot = 200 keV. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1.  Calculated K emission spectra for a 5 m-thick solid-density Cu target.  Spectra are shown 
for temperatures ranging from 10 eV to 500 eV. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.  Calculated mean charge state for solid-density Cu as a function of temperature. 
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Figure 3.1 shows the emission spectra, while Fig. 3.2 shows the dependence of the mean 
ionization of the Cu on temperature.  The spectral region shown covers the hv = 8.0 – 8.1 keV 
region, where the cold K1, K2 features are shown in detail.  At temperatures  300 eV, the 
emission is dominated by K1, K2 in this spectral regime.  At these temperatures, the L-shell 
remains filled (i.e., there are very few 2p vacancies), and therefore no K resonant self-
absorption occurs.  At temperatures  300 eV, there is a slight shift of the K emission to higher 
photon energies with increasing temperature, as the number of electrons in the M-shell (3s, 3p, 3d 
subshells) decreases.   At higher temperatures, 2p vacancies are created as the plasma becomes 
more ionized, and the K emission shifts more strongly to higher photon energies (hv > 8.1 keV).   

Figure 3.3 shows the optical depth from the same set of calculations in the hv = 8 – 10 
keV range.  Note that the K lines do not become optically thick until temperatures reach > 200 
eV, as there is very little optical depth due to resonant self-absorption in the hv = 8.0 – 8.1 keV 
region.  The K lines at hv  8.9 keV, however,, are optically thick at T  50 eV, as the Cu ions 
contain a significant number of 3p vacancies.  Fig. 3.3 also shows that the optical depth of the K 
lines shifts from hv ~ 8.1 keV to hv ~ 8.4 keV as the Cu shifts in ionization through the L-shell 
(i.e., from Ne-like to Li-like Cu) as the temperature increases from 300 eV to 1 keV.  This effect 
is also seen in the K lines at hv ~ 9.3 keV to hv ~ 9.8 keV. 

To further see the effects of resonant self-absorption on the K lines, Figure 3.4 shows 
emission spectra from Cu targets with two thicknesses, 0.05 m and 5 m.  For the 0.05 m-thick 
target, there is significant K emission at hv ~ 8.2 – 8.4 keV at T = 750 eV due to L-shell ions 
(i.e., relative to the intensity of the hv = 8.0 – 8.1 keV emission).  However, in the 5 m-thick Cu 
case, the L-shell emission is greatly suppressed  (or, viewed alternatively, the hv = 8.0 – 8.1 keV 
emission increases approximately linearly with target thickness, while the hv = 8.1 to 8.4 keV 
emission remains low).  Thus, resonant self-absorption likely plays a significant role in 
suppressing the K emission in short-pulse laser experiments. 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
Figure 3.3.  Calculated K and Koptical depths for a 5 m-thick solid-density Cu target.  Optical depths 
are shown for temperatures ranging from 10 eV to 1 keV. 

8.0 8.5 9.0 9.5 10.0

0.1

1

10

100

     10 eV
     50 eV
   100 eV
   200 eV
   300 eV
   500 eV
   750 eV
 1000 eV

Cu, Solid Density,  L = 5.0 m

 

O
p

tic
al

 D
ep

th

Photon Energy (keV)



 
PCS-R-113   
  

13

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.4.  Calculated K emission spectra for a solid-density Cu target with L = 0.05 m (left) and L 
= 5 m (right).  Spectra are shown for temperatures ranging from 10 eV to 750 eV. 

 
 
We next present results from time-dependent SPECT3D simulations in which streaked 

spectra were generated for Cu targets.  In these simulations, a multi-volume element 2-D 
cylindrical r-z grid was set up using the PlasmaGEN code (see Fig. 3.5).  PlasmaGEN is a grid 
generation code that allows users to specify temperature and density distributions for a multi-
volume element grid, and generate files that can be read in by SPECT3D.  For this project, 
PlasmaGEN was upgraded to support specification of hot electron characteristics throughout the 
grid;  in particular, the hot electron temperature, Thot, and either the hot electron fraction, fhot, or 
density, Ne,hot.  We note that PlasmaGEN also supports generating grids with multiple materials, 
or layers.  Thus, grids can be generated with K/K-emitting materials embedded in other 
materials.  

 
 

 
 
 
 
 
 
 
Figure 3.5.  Schematic illustration of 2-D cylindrical r-z grid set up for Cu target using PlasmaGEN, and 
location of detector in SPECT3D calculation. 
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electron characteristics) were spatially uniform.  PlasmaGEN was used to generate two grids, the 
first corresponding to an initial time of t = 0, and the second a time of t = 10 psec.  The thermal 
temperature at t = 0 was T = 10 eV.  At 10 psec, the thermal temperature was T = Tmax, and it was 
assumed to vary linearly between these two times, and stay at Tmax after 10 psec.  Four SPECT3D 
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calculations were run, using Tmax values of 100, 200, 300, and 400 eV.  In all cases, the hot 
electron density was Ne,hot = 1020 cm-3, and the hot electron temperature was Thot = 200 keV. 

Figure 3.6 shows the computed streaked spectra for the four Tmax cases in the narrow 
spectral region between hv = 7.95 and 8.15 keV.  In each case, the streaked spectra were 
generated using an instrumental resolution of E/E of 800.  For the Tmax = 100 eV case, the shift 
in the K wavelength between t = 0 and 10 psec is seen to be relatively modest.  However, as 
Tmax increases up to 400 eV, the shift in wavelength is more pronounced as the higher thermal 
temperatures lead to higher degrees of ionization in the Cu.  

 
 

Tmax = 100 eV     Tmax = 200 eV 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Tmax = 300 eV     Tmax = 400 eV 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.6.  Calculated K streaked spectra for Cu targets with Tmax = 100 eV (upper left), 200 eV (upper 
right), 300 eV (lower left), and 400 eV (lower right). 
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